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Data, Input, Output, Relation

• Training data set
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• Hypothesis: linear model

ℎ𝜃 𝑥 = 𝜃0 + 𝜃1𝑥1+𝜃2𝑥2

Input: Feature Vector x = [𝑥1, 𝑥2] Output: 𝑦
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One training example

(𝑥 𝑖 , 𝑦 𝑖 ), where 𝑖
denotes the index of the 

example



The Least Mean Square (LMS) Algorithm

• Hypothesis
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• Parameters 𝜃

• Cost function

• Goal

ℎ𝜃 𝑥 = 

𝑖=1

𝑛

𝜃𝑖 𝑥𝑖 = 𝜃T𝑥

𝐽𝑙 𝜃 =
1

2


𝑖=1

𝑚

( ℎ𝜃(𝑥
𝑖 ) − 𝑦(𝑖))2

=
1

2


𝑖=1

𝑚

( 𝜃T𝑥 𝑖 − 𝑦(𝑖))2

𝜃∗ = arg𝜃 min 𝐽𝑙(𝜃)
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Close-form Solution of LMS

• Define

2018/9/10 Machine Learning, by Rui Xia @ NJUST 5

• Then, we have

• Now, the LMS cost function

𝑦 =

𝑦(1)

𝑦(2)

⋮
𝑦(𝑛)

𝐽(𝜃) =
1

2


𝑖=1

𝑛

( ℎ𝜃 𝑥 𝑖 − 𝑦 𝑖 )2 =
1

2
𝑋𝜃 − 𝑦 T(𝑋𝜃 − 𝑦)

𝑋𝜃 − 𝑦 =
𝑥 1 T

𝜃

⋮

𝑥 𝑛 T
𝜃

−
𝑦 1

⋮
𝑦 𝑛

=
ℎ𝜃(𝑥

1 ) − 𝑦(1)

⋮
ℎ𝜃(𝑥

𝑛 ) − 𝑦(𝑛)

𝑋 =

− 𝑥 1 T
−

− 𝑥 2 T
−

⋮

− 𝑥 𝑛 T
−



Close-form of LMS Solution

• Calculating LMS gradient by matrix derivatives  
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• The close-form solution is obtain by letting the gradient 
equals zero

𝛻𝜃𝐽(𝜃) = 𝛻𝜃
1

2
𝑋𝜃 − 𝑦 T 𝑋𝜃 − 𝑦

=
1

2
𝛻𝜃 𝜃T𝑋T𝑋𝜃 − 𝜃T𝑋T𝑦 − 𝑦T𝑋𝜃 + 𝑦T𝑦

=
1

2
𝛻𝜃tr 𝜃T𝑋T𝑋𝜃 − 𝜃T𝑋T𝑦 − 𝑦T𝑋𝜃 + 𝑦T𝑦

=
1

2
𝛻𝜃(tr𝜃

T𝑋T𝑋𝜃 − 2tr𝑦T𝑋𝜃) = 𝑋T𝑋𝜃 − 𝑋T𝑦

𝜃∗ = (𝑋T𝑋)−1𝑋T𝑦
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Sometimes very hard 
to compute!



Gradient Descent for Numeric Optimization

• Gradient descent is a first-order iterative optimization 
algorithm for finding the minimum of a function 𝑓(𝜃).

• Key idea:

– The gradient direction is the direction that the function value 
increases the fastest.

• Optimization Process:

– Start at a initial position (i.e., initial parameter 𝜃(0))

– At current position 𝜃(𝑡), repeat till convergence

• Compute the gradient at current position: 𝛻𝜃𝑓(𝜃)ȁ𝜃=𝜃 𝑡

• Move to the next position along the opposite direction of the gradient: 

𝜃(𝑡+1) = 𝜃(𝑡) − 𝛼 ∙ 𝛻𝜃𝑓(𝜃)ȁ𝜃=𝜃 𝑡 , where 𝛼 is the learning rate

• 𝑡 = 𝑡 + 1
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A Dynamic Illustration of Gradient Descent
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Gradient Descent for Linear Regression

• Gradient
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• Gradient Descent (GD) Optimization

𝜃:= 𝜃 − 𝛼
𝜕

𝜕𝜃
𝐽𝑙(𝜃) = 𝜃 − 𝛼

𝑖=1

𝑛

(ℎ𝜃 𝑥 𝑖 − 𝑦 𝑖 )𝑥 𝑖

𝜕𝐽𝑙(𝜃)

𝜕𝜃
=
1

2

𝜕

𝜕𝜃


𝑖=1

𝑛

ℎ𝜃 𝑥 𝑖 − 𝑦 𝑖 2

=
1

2
∙ 2

𝑖=1

𝑛

(ℎ𝜃 𝑥 𝑖 − 𝑦 𝑖 ) ∙
𝜕

𝜕𝜃
(ℎ𝜃 𝑥 𝑖 ) − 𝑦 𝑖

= 

𝑖=1

𝑛

(ℎ𝜃 𝑥 𝑖 − 𝑦 𝑖 )
𝜕

𝜕𝜃
(𝜃𝑇𝑥 𝑖 )

= 

𝑖=1

𝑛

(ℎ𝜃 𝑥 𝑖 − 𝑦 𝑖 )𝑥 𝑖 “Error ∙ Feature”



Project: Nanjing Housing Price Prediction

• Given history data

Year 𝑥 = [2000, 2001, 2002, 2003, 2004, 2005, 2006, 2007, 2008, 
2009, 2010, 2011, 2012, 2013]

Price 𝑦 = [2.000, 2.500, 2.900, 3.147, 4.515, 4.903, 5.365, 5.704, 
6.853, 7.971, 8.561, 10.000, 11.280, 12.900]

• Assumption: the price and year are in a linear relation, 
thus they could be modeled by linear regression

• Task

– To get the relationship of 𝑥 and 𝑦 by using linear regression, 
based on 1) close-form solution and 2) gradient descent;

– To predict the Nanjing housing price in 2014.
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Any Questions?
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